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1 INTRODUCTION
We consider balanced three-way ANOVA models to test the

hypothesis that the fixed factor A has no effect. The other

factors are fixed or random. For most of these models (in-

cluding all balanced 1-way and 2-way ANOVA models) an

exact F -test exists. Details on the determination of the min-

imal sample size and on an in-depth structural result can be

found in Spangl, et al. (2023).

For the two models

A×B ×C and (A ≻ B)×C (1)

(bold letters indicate random factors) an exact F -test does

not exist.

We will focus here on the model (A ≻ B) ×C. Thus, we

have the linear model:

yijkl = µ + αi + βj(i) + γk + (αγ)ik + (βγ)jk(i) + eijkl ,

i = 1, . . . , a, j = 1, . . . , b, k = 1, . . . , c,
l = 1, . . . , n ,

(2)

with

σ2
y = var

(

yijkl

)

= σ2
b(a) + σ2

c + σ2
ac + σ2

bc(a) + σ2 . (3)

Approximate F -tests can be obtained by Satterthwaite’s ap-

proximation:

F A =
MSA +MSB×C(A)

MSB(A) +MSA×C
,

with corresponding approximate df1 and df2.
The approximate F -test involves mean squares to be esti-

mated. To approximate the power of the test, we simulate

data such that the null hypothesis is false. The rate of rejec-

tions approximates the power of the test. Thus, the power

depends on

(a, b, c, n, α, δ, θ) ,

where α is the type I risk, δ = αmax − αmin and θ =
(σ2

b(a), σ
2
c, σ

2
ac, σ

2
bc(a), σ

2) the tuple of the variance compo-

nents. A typical empirical power surface is given in Fig-

ure 1.

Aim
We aim to determine the minimal sample size of the model

mentioned above, given a prespecified power.

Simulations
The calculation of the power is always based on 10 000 sim-

ulations. Additionally, we fix a = 6, α = 0.05, the ratio of

the total variance σ2
y and δ2 equal to one, i.e., δ2/σ2

y = 1,

and n = 2. Moreover, the main effects of the factor A are

least favorable.

Assumption n = 2
The number of replicates n should be kept small (n = 2).

This assumption is backed by all simulation results.
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Figure 1: Empirical power surface with variance

components θ = (10, 5, 5, 0, 5).

2 INFLUENCE OF VARIANCE COMPO-
NENTS

Q: Is there a ‘pivot’ parameter, too, as in
ANOVA models where an exact F -test exists
(cf. Spangl et al., 2023)?

A: No, the power depends on the variance
components θ !

Q: Which variance components are the most
influential ones?

A: σ2
b(a), σ

2
ac and σ2

bc(a).

Method:
Use a 25 screening design with variance components as fac-

tors.

Q: How do σ2
b(a), σ

2
ac and σ2

bc(a) influence the em-

pirical power?

A: An example is given in Figure 2.

Method:
We determine the worst combination of active variance

components by using a surrogate second-order response

surface model that is based on a Box-Behnken design. The

special structure of the Box-Behnken design ensures that

the used models have similar total variance.

The simplex surface in Figure 2 is spanned by seven design

points of the Box-Behnken design. The coloring represents

the power values predicted by the second-order response

surface model. Green colors represent low power values,

red colors high power values.
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Figure 2: Power (green = low, red = high), for

b = c = 12, predicted by the second-order response

surface model, which varies the three most influential

variance components σ2
b(a), σ

2
ac and σ2

bc(a). The simplex

surface is spanned by a subset of seven design points of

the Box-Behnken design.
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3 SAMPLE SIZE DETERMINATION
We present three different approaches using surrogate mod-

els (cf. Figures 3–5).

(i) ‘Ray’ approach

• Start with simulating a few models, e.g. 6, of equal

size and compute the empirical power (blue points in Fig-

ure 3).

• Fit a simple model, e.g. using splines, and determine

the maximal predicted power.

• Search along this direction for a model with prespeci-

fied power (green line in Figure 3).
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Figure 3: Empirical power surface with variance

components θ = (10, 5, 5, 0, 5). Starting models (blue

points). Search direction (green line).

(ii) ‘RSM’ approach

• Start with a 22 screening design with the number of

levels b and c as factors and compute the empirical power.

•Use method of steepest ascent.

• Fit a second-order response surface model based on a

central composite design. The result is given in Figure 4.
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Figure 4: Fitted power surface of second-order

response surface model with variance components

θ = (10, 5, 5, 0, 5).

(iii) ‘Reciprocal’ approach

• Start with simulating the 9 models with b, c = 3, 4, 5,

and compute the empirical power.

• Fit the model Pfit(b, c) = tanh
(

1
C1/b+C2/c

− C3

)

.

•Choose a new model and compute the empirical

power. After each additional simulation fit again and re-

peat.

levels of factor B

le
v
e
ls

 o
f 
fa

c
to

r 
C

25 10 6 5 4 3 2

2
5

1
0

6
5

4
3

2

Figure 5: Empirical power surface viewed in reciprocal

scaling with variance components θ = (1, 5, 9, 5, 5).

†Homepage: https://boku.ac.at/rali/stat


